
JOURNAL OF APPLIED BEHAVIOR ANALYSIS

THE REPRESENTATIVENESS OF OBSERVATIONAL SAMPLES OF
DIFFERENT DURATIONS

OUVER C. MUDFORD AND IvAN L. BEAuS
UNIVERSITY OF AUCKLAND, NEW ZEALAND

AND

NuwHAY N. SINGH
VIRGINIA COMMONWEALTH UNIVERSITY

The representativeness of behavioral observation samples with durations of less than the whole time
of interest was investigated. A real-time recording system was developed to quantify the behavior
of 5 profoundly mentally retarded physically handicapped adult students in an institutional training
setting. Behavior was observed using six mutually exdusive and exhaustive categories during 2.5-
hr observation sessions. Sample observation sessions with durations ranging from 15 to 135 min
were computer simulated from the whole-session (150-min) records. It was found that the repre-
sentativeness of these samples, when compared to whole-session records, was a function of the
relative duration of the behavioral categories and of sample duration. The occurrence of relatively
high-duration behaviors (lasting for more than 50% of the session) was estimated to within 20%
error by samples of less than 60 min, but low-duration behaviors (1 to 3% of the session) were
inadequately quantified even from 135-min samples. Increasing irregularity of bouts of behavior
in the low-duration behaviors is suggested as the cause of the functions obtained. Implications of
the findings for applied behavior analysis are discussed, with the recommendation that the adequacy
of observational session durations be empirically assessed routinely.
DESCRIPTORS: behavioral assessment, behavioral observation, measurement error, time sam-

ple, mentally retarded adults

Assessment of performance by direct observa-
tional methods is one of the distinguishing char-
acteristics of applied behavior analysis. In contrast
to psychometric measurement devices, there is gen-
erally no need to argue that what is being measured
represents the behaviors of interest. However, it has
long been recognized that the quality of observa-
tional measurement needs to be thoroughly inves-
tigated. At issue are the effects of superimposing
sampling methods on ongoing streams of behavior
when the components cannot, for practical reasons,
be measured continuously, with known accuracy,
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in all settings, and through the whole time of in-
terest.

The effects of noncontinuous measurement by
interval and time sampling methods have received
considerable attention (e.g., Harrop & Daniels,
1986; Repp, Roberts, Slack, Repp, & Berkler,
1976). The accuracy of measurement, whether es-
timated directly or through inference from inter-
observer agreement, has been extensively studied
(e.g., Boykin & Nelson, 1981). The differential
results of behavior assessment across settings have
been noted and recognized by behavior analysts
using multiple baseline across settings designs (e.g.,
Odom, Hoyson, Jamieson, & Strain, 1985). Scant
attention, however, has been given to the effect of
observation session duration within a setting, al-
though the issue has often been raised (e.g., Alt-
mann, 1974; Goldfried, 1983; Hartmann, 1984;
Wildman & Erickson, 1977).

Some studies relevant to the question of duration
of observation have been performed by educational
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researchers (e.g., Karweit & Slavin, 1982; Rowley,
1978). Their approach has been to use psycho-
metric concepts of generalizability to assess the sta-
bility of dassroom behavior across samples, rather
than the degree to which the sample represents the
whole. This approach may be invalidated by un-
warranted assumptions about the distributions of
the behaviors sampled and by the failure to test
for trend (Rogosa, Floden, & Willett, 1984). The
generality of their findings is further restricted by
the measurement of only frequency data using mo-
mentary time sampling.

The validity of observational samples with re-
spect to longer time periods has been investigated
in assessing the behaviors of psychiatric patients
(Alevizos, DeRisi, Liberman, Eckman, & Callahan,
1978). This study evaluated the representativeness
of data obtained from two 15-s observations per
day against a criterion measure obtained from 15
such observations over 12 hr. However, the rep-
resentativeness of the criterion data was not assessed
against the whole time of interest (i.e., the waking
hours of the day). Further, the validity of the re-
cording method was not assessed against a contin-
uous record, so possible invalidity due to recording
confounds interpretation of their results.

The problem of selecting a duration for obser-
vation sessions has yet to be solved, although some
recommendations have been made. For instance,
Bijou, Peterson, Harris, Allen, and Johnston (1969)
and Kazdin (1984) have suggested 1-hr observa-
tion periods. Only Johnston and Pennypacker
(1980) appear to have suggested that all responses
may have to be observed, at least temporarily, to
assess empirically the representativeness of samples
smaller than the whole time of interest. This rec-
ommendation can be seen as analogous to that of
Sanson-Fisher, Poole, and Dunn (1980) that ap-
propriate interval lengths for interval recording ought
to be empirically determined by simulated sam-
pling of real-time records of behavior.

The present study used trained observers to take
real-time continuous records of behavior for the
whole time of interest. These records served as
criteria for comparison with computer-simulated
sample sessions of varying duration drawn from the
whole-session records. Subsequently, sample ses-

sions of adequate length were subjected to com-
puter-simulated momentary time sampling to pro-
vide an example of the compounding of errors
produced by sample length and interobservation
interval length.

METHOD

Subjects and Setting
Five profoundly mentally retarded adults were

selected from a dass of 10 attending a training
program in a residential facility. Selection was based
only on regularity of attendance. Ages ranged be-
tween 26 and 35 years, and length of stay in the
institution varied from 6 to 28 years. All subjects
had impaired mobility and used wheelchairs or
other assistance to move.

The 3 training staffwere teachers of people with
severe and profound handicaps. Observations were
made in the training area (14 m by 7 m) through-
out morning and afternoon training sessions (8:30
to 11:00 a.m. and 1:00 to 3:30 p.m.). Residents
were generally provided with training materials more
suited to an educational curriculum than a func-
tional curriculum (Reid et al., 1985). Morning and
afternoon sessions differed in that residents sat at
individual tables in the morning and around a large
table in the afternoon. Staff were not aware of the
purpose of the study.

Apparatus
A portable IBM personal computer (PC) was

programmed in BASIC to record real-time obser-
vational data.

Observation Categories
An exhaustive and mutually exclusive set of cat-

egories was developed to describe subjects' behav-
iors (Sackett, 1978). Six categories were selected
that had face validity for assessing the subjects'
activities: social interaction with peer (SP); social
interaction with staff (SS); handling materials pro-
vided (HM); self-propelled movement (SM); in-
appropriate behaviors, induding stereotyped and
self-injurious behaviors (I); and passive (P). (De-
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tailed definitions may be obtained from the au-
thors.)

Mutual exdusivity was obtained through the use
of a priority coding system. The categories have
been listed in order ofpriority. In practice, the effect
of this system was to make the categories SM, HM,
and P independent of staff assistance or social in-
teraction. It had been observed before formal ob-
servation that inappropriate behavior was never
concurrent with behavior categories higher in pri-
ority. A single-digit code was assigned to each cat-
egory for input to the PC.

Observers
Five pairs of undergraduate students (who were

enrolled in a third-year course in applied behavior
analysis) and the first author acted as observers.
Each pair of observers was assigned to 1 subject.
The observers were trained in the training room
and from videotapes until interobserver agreement,
assessed by kappa, exceeded 0.75 in two 10-min
sessions in the training room (Cohen, 1960; Hol-
lenbeck, 1978).1 Student observers were not inr-
formed of the purpose of the study.

Observation Procedure
Each subject was observed for one entire training

day (i.e., the 5 hr spent in the training area, divided
into two 2.5-hr sessions). Thus, in total, there were
10 150-min sessions recorded. Neither staff nor
subject reactivity to observation was apparent. The
training staff had been informed that the behaviors
ofindividual staffmembers were not being assessed.
At session onset, the primary observer began

entering behavior codes on the numeric keypad to
the right of the PC keyboard. A printed list of

' Kappa was used to quantify interobserver agreement
because it appeared to be an acceptable coefficient of agree-
ment for continuous observational records at the time of data
collection (1985) (e.g., Sanson-Fisher et al., 1980). In hind-
sight, modifications of the well-known percentage agreement
formulae may be seen as more appropriate indices of agree-
ment between observers (MacLean, Tapp, & Johnson, 1985;
Repp, Harman, Felce, Van Acker, & Karsh, 1989). Kappa
by Hollenbeck's method and percentage agreement cannot
be formally (ie., mathematically) related.

codes was available during observations. Whenever
the subject's behavior changed to that defined by
a different category the observer entered a new code.
Because categories were mutually exdusive, only
the time of the start of a bout of behavior was
stored in the PC's solid-state memory along with
the code entered. These raw data were filed on disk
at the end of the observation session for later anal-
ysis. Alphanumeric codes, which had been entered,
were displayed on the PC screen to provide a visual
check. When possible, primary observers alternated
each half hour as a safeguard against fatigue. If,
during observations, the subject became obscured
from the primary observer, another observer fol-
lowed the subject and hand-signaled changes in
code.

Interobserver Agreement
Reliability of observations was assessed by com-

paring the records of two observers recording si-
multaneously. The second observer sat to the left
of the primary observer and used letter codes to
represent behavioral categories. Neither observer
was informed of the codes used by the other, al-
though the senior author/observer sometimes acted
in either capacity. Observers were asked not to
discuss coding during observations and were not
heard to do so. Agreement checks were immediately
terminated if the observers' view of the subject was
obscured.

Interobserver agreement assessments were spaced
throughout sessions and occupied between 26%
and 34% of the training day for each subject. As
the measure for agreement between observers, kap-
pa was computed using the second-by-second al-
gorithm detailed by Hollenbeck (1978). In 29 of
the 30 checks, kappa exceeded the criterion value
of 0.75. The mean value of kappa across obser-
vations was 0.89. No feedback was provided to
observers on their levels of agreement.

RESULTS

The Whole-Session Records
The primary observer's record of each code was

taken as a whole-session record. There were 60
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such records: six codes and two records per subject.
The absolute duration of behavior in sessions was
computed by cumulating the time differences be-
tween onsets and offsets of a code. Relative dura-
tions of the code in each record were computed by
transforming the absolute duration into the per-
centage of the 2.5-hr session. Across subjects and
sessions the average percentage of time taken up
with social interactions with peers was 3.0% (range,
<0.1% to 11.1%); for social interaction with staff,
15.9% (8.8% to 30.8%); for handling materials,
28.8% (1.7% to 56.6%); for self-propelled move-
ment, 5.9% (0.1% to 13.8%); for inappropriate
behavior, 0.4% (0.0% to 1.1%); and for passive
behavior, 46.0% (11.1% to 85.5%). Thirteen
records having a relative duration of <0.7% were
not analyzed further because they were considered
appropriate only for event recording. These indud-
ed eight of the 10 records for inappropriate be-
havior.
To summarize the basic parameters of behavior

other than relative duration, the records were
grouped according to relative duration; however
the 10 records for SS were exduded because it was
suspected that these were qualitatively different from
the residents' records. For behaviors occurring in
more than 50% of a record, the mean absolute
frequency was 62, the mean absolute duration of
a bout was 109 s (maximum 1,825 s), and the
average interbout time (IBT) was 49 s (maximum
895 s). For behaviors occurring for between 10%
and 25% of sessions, the mean frequency was 36,
the mean duration was 32 s (maximum 325 s),
and the mean IBT was 203 s (maximum 4,355
s). For the lowest relative duration group warrant-
ing further consideration (relative duration of 0.7%
to 2.9%), the mean frequency was 11, mean du-
ration was 17 s (maximum 175 s), and mean IBT
was 509 s (maximum 4,785 s). This summary has
not induded behaviors that occurred between 3%
and 10%, nor those between 25% and 50%, nor
SS behaviors, but the trends in data generally were
consistent with those data reported, showing that
relative duration, frequency, and mean duration
increased together while IBT decreased.

Sample Sessions
The whole-session records were sampled by com-

puter to permit inspection of the relation between
sample sessions of various durations and the whole-
session (1 50-min) records. The duration ofthe sam-
ple sessions ranged from 15 to 135 min, increasing
from the lower figure by 15-min increments. At
each of the nine sample session durations, three
types of systematic samples were taken: centered
on the midpoint of the whole session; beginning at
the start of the whole session; and ending at the
termination of the whole session. Subsequently, for
five sample durations (15, 45, 75, 105, and 135
min) five random starting points were generated.
The randomness was constrained by the sample
duration.

Comparisons Between Sample Sessions and
the Whole-Session Records

The relative duration of each code per sample
was calculated as previously described for compar-
ison with the whole-session relative duration. A
percentage similarity statistic was computed by di-
viding the smaller of each pair by the larger and
multiplying by 100. The resulting values were sub-
tracted from 100 to yield a percentage difference
score, in which zero indicates complete agreement
and larger values indicate lesser agreement. When
a relative duration value of zero was obtained for
a sample, the resulting percentage difference score
was 100.

For both systematic and random samples, per-
centage difference scores were grouped according to
relative duration in the whole sessions (as above)
and the mean percentage difference calculated. Again
the records for SS were treated separately. Only
data from samples centered on the midpoint of a
session are induded here (in Figure 1) because
values obtained from all three systematic starting
points were similar.

The functions plotted in Figure 1 show dear
trends, with difference scores decreasing with in-
creasing sample duration. There is also a clear effect
of the relative duration parameter. The functions
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Figure 1. Percentage difference between relative duration from samples of increasing length and from the whole (150
min) sessions for subjects' codes grouped by whole-session relative duration. Samples were centered on the midpoint of the
session.

tend to be vertically separated, percentage difference
increasing with relative duration. There appears to
be an interaction between relative duration and
sample length, because values for the five relative
duration groups differ more at short than at long
sample durations.
Our next step was to explore the generality of

the obtained effects of duration and session length
across measures of difference. The random sample
data were reanalyzed using a percentage error mea-
sure of correspondence between sample and whole-
session records (Rojahn & Kanoy, 1985). This was
computed by subtracting the sample value for rel-
ative duration from the whole-session value, divid-
ing by the whole-session value, and multiplying by
100. Values of percentage error can range from
+ 100% when the relative duration in the sample
is zero to very large negative values when the sample
provides a gross overestimate. The obtained values
for percentage difference and percentage error are

plotted in Figure 2. To facilitate comparison be-
tween the measures, the sign of the error score was
made positive before averaging. Thus, only the
magnitude, and not the direction, of the error is
considered. Clearly, consideing Figure 2, percent-
age error shows the same effects of relative duration
and sample length revealed by the percentage dif-
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Figure 2. A comparison of the percentage difference and
percentage error measures for groups of subjects' codes with
low, moderate, and high relative durations.
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Figure 3. Cumulative duration/total duration for a high
relative duration code (HM) and a low relative duration code
(SP) from a morning session (8:30 to 11:00 a.m.). Proportion
of code duration recorded is plotted against cumulative ses-

sion time.

ference scores. However, both main effects and the
interaction are magnified by the error measure.

In order that an explanation of the effects ob-
tained may be offered, an analysis was made of the
distributions of high and low relative duration be-
haviors in one observational session. The absolute
duration of a high relative duration code (HM;
relative duration = 56.6%) and of a low relative
duration code (SP; 1.4%) was calculated in 15-
min blocks throughout the session. Absolute du-
rations were cumulated across successive blocks and
divided by the total absolute duration of codes for
that session. This produced a measure ofcumulative
duration as a proportion of total duration, which
was plotted against cumulative session duration in
Figure 3.

The dotted diagonal line in Figure 3 represents
the theoretical cumulative function for a code, the
occurrence of which is uniformly distributed across

successive 1 5-min blocks of session time. Samples
as small as a single block would accurately represent
the relative duration of that code over the whole
session. The low duration code occurs mainly be-
tween 8:45 and 9:30 a.m. Samples taken within
that period would greatly overestimate the whole-
session duration, and samples taken outside that
period would grossly underestimate it. The high
duration code is more uniformly distributed, how-
ever, and generally remains doser to the diagonal.
Samples of the whole-session record of this code
would generally be more representative than would
samples of the low relative duration code.
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Figure 4. Percentage difference between real relative du-
ration and relative duration derived from simulated mo-
mentary time samples of increasing interobservation intervals
(seconds, logarithmic scale). Passive behavior was measured
from three randomly selected hours in each session. Each data
point represents the mean of 30 measures.

A further analysis was conducted to explore the
implications of these results for sampling methods
not involving real-time recording. Momentary time
sampling (MTS) was chosen because it is considered
the least biased method for estimating duration
(e.g., Harrop & Daniels, 1986) and is probably
less demanding on the observer than most alter-
natives. Three randomly selected 60-min segments
from some whole-session records were sampled by
a computer program simulating MTS at intervals
from 5 s to 601 s. Percentage difference between
obtained MTS data and the real-time data for
duration within the segment was computed for
relative durations of the code for passive behavior,
which had the highest average relative duration
across sessions and subjects at 46%. The resulting
function is plotted in Figure 4 and shows that
difference scores increase with increasing intervals
between observations. If up to 25% difference is
taken as an acceptable level of representativeness,
it can be seen that an observation every 301 s is
sufficient for assessment of the duration of the be-
havior in that hour. If less than 20% difference is
desired, this can be achieved by one observation
every 241 s.

DISCUSSION

This study investigated the representativeness of
data obtained from observational samples with du-
rations shorter than the whole time of interest (2.5
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hr). It was found that increasing sample duration
produced reduced error or difference when relative
durations obtained from the samples were com-

pared with relative durations across the whole time
of interest. Generally, at any given sample length,
behaviors of greater relative duration were sampled
in a more representative fashion than those ofsmall-
er relative duration. Data summarizing the basic
parameters of the behaviors suggest that these re-

sults could be explained by examining the distri-
bution of behaviors across the whole times of in-
terest. Increased relative duration was accompanied
by increased frequency of bouts of the behavior,
increased average duration of bouts, and decreased
average IBTs. Further, obtained maximum values
of the parameters exceeded the means by a factor
of 10 to 20.

Such results might be predicted by rational anal-
ysis of the effects of sampling when events are

irregular in their distribution across time. Successful
prediction could also have been achieved from study
of the results of analogous studies investigating
interval or time sampling within observation ses-

sions. For example, Green and Alverson (1978)
determined that bias in recording at a given interval
length was related to mean duration of behavior
and mean IBT. In other words, with the obtained
uneven distributions (e.g., in Figure 3) the obtained
effects on representativeness were to be expected.
Without prior data, however, the actual distribu-
tions ofbehaviors through the whole time ofinterest
cannot be predicted, nor can appropriate values for
parameters be chosen for computer-generated pseu-
dobehaviors (e.g., Green & Alverson, 1978; Ro-
jahn & Kanoy, 1985).

Less predictable are the findings regarding the
absolute degree of error in the sample sessions of
shorter duration. If, for example, 20% error is taken
as the maximum acceptable, samples of at least
105-min duration were required for behaviors oc-

curring only for 10% to 25% of the whole session.
On the other hand, samples of only 30 min were

adequately representative for behaviors taking up

over 50% of the session. Thus, there is no support

for the recommendation of a standard 60-min ob-
servation session (Bijou et al., 1969; Kazdin, 1984),
even when the total time of interest is as little as

2.5 hr. The alternative recommendation of John-
ston and Pennypacker (1980), that adequate ob-
servation session length ought to be empirically
determined through exhaustive observation, has
been strengthened. This parallels the findings of
Sanson-Fisher et al. (1980) concerning the selection
of an appropriate interval size for partial interval
recording.

There are some limited cases to which this gen-
eral recommendation does not apply (e.g., when
the regularity of behavior can be known a priori).
For example, in observations of a teacher or other
behavior change agent performing according to pre-
determined schedules of prompting and reinforce-
ment with unvarying durations and IBTs, obser-
vation of as little as one cycle of events may be
representative of the whole series.
When speculating on the generality of the levels

of absolute error, the characteristics of the present
subjects, settings, and measurement system need to
be considered. These observations were of non-
ambulatory profoundly retarded adults in a training
setting that could best be described as archaic (Reid
et al., 1985). If the training staffhad been teaching
their clients chronological age-appropriate func-
tional skills such as self-propelled movement and
social interactions with peers, the parameters of
behaviors may have been quite different. However,
baseline settings and levels of behaviors such as
those described may not be infrequent. The use of
mutually' exclusive categories of behaviors in the
present study may suggest a source of lack of gen-
erality, in that behaviors lower in priority were
recorded only if higher priority behaviors were not
co-occurring. This could result in the underesti-
mation ofthe relative durations ofthe lower priority
behaviors, with the concurrent effects of increasing
IBTs, reducing bout durations, and reducing rep-
resentativeness of small samples. Although no data
were collected to counteract this criticism, it was
informally observed that the effects of priority cod-
ing were as anticipated and described in the method
section. In other words, the face validity of the
recording system was not reduced by the method
of formal observations.
An aspect of the measurement method used that

may have implications for both internal and ex-
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temal validity of the study is the interobserver
agreement assessment procedure. The observers were
seated side by side, which strongly suggests a lack
ofindependence (Kazdin, 1977). Even though they
used different codes for behaviors and the behaviors
were explicitly defined, the high levels of agreement
obtained (as estimated by kappa) could have been
due to observers cuing one another by key pressing
rather than to the relatively easy job they had dis-
tinguishing behavior changes. In retrospect, it would
have been preferable to produce an accurate cri-
terion record ofbehavior as the whole-session record
to be sampled (Johnston & Pennypacker, 1980).

The problem of error produced by the method
of sampling within sessions is illustrated in Figure
4. In that case a sample-length error of up to about
20% was present before MTS was imposed on the
session. If an acceptable MTS error of 20% was
also present, these two errors compound to produce
a 44% error if the sign of the error was the same.
That magnitude would probably not be acceptable.
Further compounding of error may be produced
by observer error although, unless an accurate cri-
terion record was produced for comparison, the
result could not be combined mathematically with
the other sources of error.

In summary, this study shows that, except in
some special cases, the representativeness of obser-
vation sessions with respect to the whole time of
interest should be empirically assessed. The absolute
levels of error in sample sessions will differ across
subjects, settings, and behavioral recording systems.
Consideration should be given to the compounding
effects of error produced by observers, method, and
session duration.
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